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ARTICLE INFO ABSTRACT

Keywords: Heat-wave is one of key meteorological conditions causing the National Ambient Air Quality Standard (NAAQS)
Heat wave exceedance event in urban environment. In this study, the Weather Research and Forecasting model coupled
New York

with Chemistry (WRF/Chem) was used to investigate an unusual heat-wave driven ozone (O3) exceedance event
occurring on May 17-19, 2017 in New York City (NYC) and surrounding areas. The WRF/Chem simulations were
conducted over the three nested domains with the finest grid spacing of 1.3 km. The simulations were evaluated
with various observational data including in situ measurements of air quality and meteorological variables as
well as the Lidar-measured vertical profiles. Overall, the WRF/Chem successfully captured the diurnal variations
of air quality (e.g., O3 and nitrogen oxides (NO,)) and meteorological fields during the event. However, the O3
was under-predicted during the daytime peak hours but over-predicted during the nighttime. The under-pre-
dictions of O3 were highly associated with over-estimation of the planetary-boundary-layer (PBL) heights and
uncertainties of emissions (e.g., NOx, and volatile organic compounds, VOCs), whereas the over-predictions
were likely attributed to underestimation of the PBL heights and strong vertical mixing. Several findings are
obtained from this study. First, the PBL growth plays a critical role in the development of O3 episode. The
maximum PBLH and the largest PBL growth rates on a high O3 day are higher than those on a low O3 day. A
strong low-level jet (LLJ) in the lower atmospheric boundary layer with increasing boundary-layer height was
observed during the event. Second, the isoprene emissions calculated by the biogenic emission model are under-
estimated significantly in the WRF/Chem model, which leads to the underprediction of daily O3 peak values.
Third, the process analysis indicates that the local chemical productions are the dominant contributor with the
contributions of 63-68% during the ozone-exceedance event.
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1. Introduction

O3 episodes are of great concern due to their detrimental impacts on
human health and ecosystem productivity (Council, 1992; Anenberg
et al., 2010). O3 episode is defined as a case when the maximum daily
8h-average (MDA8) O; is greater than a threshold value which was
75.0 ppbv and now is strengthened to 70.0 ppbv according to the latest
NAAQS (US-EPA, 2017). Heat wave is an extreme weather phenom-
enon, which poses a major threat to human life (Rooney et al., 1998;
Semenza et al., 1996), and produces weather conditions that are

conducive to O; formation. The negative impact could be aggravated
substantially when O3 episodes and heat waves co-occur (Stedman,
2004; Schnell and Prather, 2017). Anthropogenic and biological emis-
sions are strengthened greatly during heat-wave events (He et al., 2013;
Churkina et al., 2017). Favorable meteorological conditions and in-
creased emissions impose an important impact on local contribution to
surface O3 (Mickley et al., 2004; Akimoto, 2003). Meanwhile, regional
transport affects ambient levels of surface O3. O3 exceedance events are
often observed in New York Metropolitan areas as part of Northeast O3
transport region (OTR) during summer months (Zhang and Rao, 1999).
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However, the processes leading to O3 episodes are extremely compli-
cated and the evaluation of their relative contributions remains a large
uncertainty (Cohan et al., 2007; Huang et al., 2005). Thus, accurate
quantification of relative contribution of individual process is critical to
develop a scientific and technological basis of alleviating the impact of
O3 exceedance especially during heat-wave events.

Meteorological conditions are crucial to both local production and
regional transport, two key processes driving occurrence of O3 pollution
events. Surface O3 is a secondary pollutant formed by a series of pho-
tochemical reactions involving oxides of nitrogen (NOx = NO + NO,)
and volatile organic compounds (VOCs) in the presence of solar ra-
diation. While average concentrations of air pollutants are controlled
primarily by local and regional emissions, air pollution events are
mainly driven by meteorological conditions (Logan, 1989; Zhu and
Liang, 2013). O3 episodes are highly associated with weather synoptic
patterns that produce favorable meteorological conditions such as high
temperature, strong solar radiation, weak winds, and stable atmo-
spheric boundary layer. “Bermuda high” pressure system and Lee-side
Trough were identified as the commonly-observed weather synoptic
patterns accounting for the O; exceedances in New York Metropolitan
areas (Pagnotti, 1987). While the synoptic weather patterns produce
high temperature favorable for O; formation, they serve as a “conveyor
belt” and/or mixing mechanism for Os-rich air mass, demonstrating an
important role of regional transport in the elevated levels of ambient
Os3. Zhang and Rao (1999) used various surface and upper-air meteor-
ological and air quality observational data to examine the roles of
meteorological processes in O; formation and accumulation and the
relationship between meteorological conditions and O3 concentrations
during a multiday O3 exceedance event. They noticed that synoptic
patterns such as a stagnant or a slow-moving high-pressure system
played an important role in the elevated levels of surface O3 on a re-
gional scale, and local-scale circulation patterns such as land-sea breeze
and terrain-induced channeling effect may affect air pollutants trans-
port.

The planetary boundary layer height (PBLH) plays a critical role in
the development of ozone episode (e.g., Hu et al., 2014). The role of the
PBL varies with the development stages. In the early morning, various
anthropogenic emissions of ozone precursors (i.e., NOy and VOCs) are
accumulated near the surface due to the low PBLH. After sunrise,
strengthening solar radiation heats surface, turbulence becomes active
and inversion layer near surface breaks up. High concentrations of
ozone trapped in residual layer aloft are transported down to increase
surface ozone quickly. As solar radiation strengthens, the PBL continues
to grow until reaching the maximum height. At the mature stage, the
higher PBLH facilitates dilution of air pollutants and reduces surface
ozone concentrations. On a typical heat-wave day, solar radiation is
stronger and the maximum PBLH tends to be higher. The higher PBLH is
favorable for dilution and dispersion of air pollutants, but accelerates
photochemical reactions of ozone formation. The elevated levels of
surface ozone are dependent on the net effect of two opposite roles
imposed by the PBLH. On the other hand, the uncertainty of simulating
the PBLH on high ozone days is much larger than that on low ozone
days (Rao et al., 2003). Thus, accurate quantification of PBL simula-
tions and characterization of the PBL structures on ozone episode days
are essential to refine PBL parameterization and eventually improve
ozone predictions during ozone episodes.

Biogenic VOC emissions are another factor exerting a great impact
on elevated levels of surface O;. They react with anthropogenic NOy
under favorable meteorological conditions and contribute greatly to
photochemical production of surface Oz on a local scale. During heat-
wave events, high temperature substantially increases anthropogenic
emissions due to enhanced use of air conditioning and biogenic emis-
sions of VOCs, accelerating photochemical reactions, and eventually
deteriorating air quality. Among the hundreds of VOCs emitted from
vegetation, isoprene is the most reactive one, contributing greatly to
surface Oz formation. The numerical simulations indicate that the
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contribution of biogenic VOC emission to O3 formation is 6-20% in
summer months but can be increased to 60% during the heat wave
events (Churkina et al., 2017). Although the impacts of temperature on
biogenic emissions of VOCs and surface O; have been evaluated
through sensitive studies (Hass et al., 1997; Schmidt et al., 2001;
Simpson et al., 1999), a large uncertainty continues to remain in the
estimate of biogenic VOC emissions. For instance, isoprene emissions
were underestimated by a factor of two and even up to five on a hot day
(Vieno et al., 2010). The uncertainty of isoprene emissions and its im-
pact on enhancement of surface O3 have not been well quantified in a
megacity with dense vegetation cover like NYC during heat-wave
events.

Photochemical air quality models as powerful tools have been
widely used in the investigation of causal relationship between emis-
sions, meteorology, chemistry, and air pollution events (e.g., Zhang
et al.,, 2006; Doherty et al., 2013; Watson et al., 2016). At a given
station or grid point and time period, air pollutant concentrations (e.g.,
03) are highly dependent on emission, transport, dispersion, chemical
transformation, and deposition. The simulated changes in chemical
species concentrations contributed by individual physical process and
chemical reactions at given grid points and time period (e.g., one hour)
can be written out for further diagnostic analysis. Such a technique is
called process analysis which has been implemented in different nu-
merical air quality models to determine the relative roles of physical
processes and chemical reactions in driving air pollutant events (e.g.,
Jeffries and Tonnesen, 1994; Pu et al., 2017; Khiem et al., 2010). Huang
et al. (2005) used an integrated process analysis (IPR) embedded in an
operational air quality forecasting model to investigate the relative
contributions of individual physical process and chemical reactions to
ozone episode development in Hong Kong. The model results indicated
that chemical reaction and regional transport contributed about 30%
and 70% to the ozone episodes, respectively. The air quality prediction
modeling system (AQPMS) simulations with process analysis showed
that chemical process and regional transport were the key processes
accounting for the ozone exceedances at Mountain Tai and Huang over
East China (Wang et al., 2006). Xu et al. (2008) applied a 3-dimensional
air-quality model Community Multi-scale Air-Quality (CMAQ) Model of
Aerosol Dynamics, Reaction, Ionization, and Dissolution (MADRID)
together with process analysis to study a typical Os; episode in the
Beijing. They noticed that O3 precursors were transported to the urban
downwind area by strong transportation processes leading to local
chemical production of Os. Later, the CMAQ together with IPR was used
to investigate the formation of ozone in the Yangtze River Delta region,
China and the results showed that chemical reactions dominated the
ozone change in the urban area and transport process was the main
contributor in the surrounding regions (Li et al., 2012). More recently, a
regional chemistry-climate model (RegCM-CHEM4) was performed to
investigate the mechanism of a heavy ozone pollution event associated
with heat wave in Yangtze River Delta region, China and the results
showed that chemical reactions played the most important role in ozone
formation during heat wave days (Pu et al., 2017). Another regional air
quality modeling study using Comprehensive Air Quality Model with
Extensions model (CAMx) together with process analysis revealed that
the chemical process, vertical diffusion, and horizontal advection had a
positive effect on ozone production, and ozone concentrations were
decreased by the vertical advection and deposition in Shanghai, a
megacity in China (Wu et al., 2017). As a comparison, the studies on
process analysis of O3 formation in United States are relatively less.
Jeffries and Tonnesen (1994) implemented this technique into a La-
grangian model to assess the impact of two different photochemical
mechanisms on air quality predictions. Jang et al. (1995a, b) in-
corporated such a method into a high-resolution version of the regional
acid deposition model (HR-RADM) to quantify the impact of grid spa-
cing on ozone predictions in the New York areas. However, their pro-
cess analyses are limited to a single grid cell or a lumped area with a
number of grid cells in NYC. To our knowledge, very few numerical
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studies are completed with more advanced numerical models and up-
dated emission inventory to quantify the processes governing the ozone
episode in NYC and surrounding areas where the heat-wave driven
ozone episodes are observed continually in summer time.

NYC is located at the Northeastern United States with an estimated
population more than 8 million distributed over a land area of about
784 km?. NYC features a humid subtropical climate, and the suburbs to
the immediate north and west lie in the transitional zone between
humid subtropical and humid continental climates. NYC has complex
urban terrain and is easily affected by the land-sea breezes (Frizzola and
Fisher, 1963; Zhang and Rao, 1999). NYC as a megacity is more vul-
nerable than other cities or regions to heat-wave events due to en-
hanced use of electricity and dense population (Bornstein, 1968). The
maximum air temperature and surface ozone concentrations can be
much higher than that in other cities and regions during heat wave
events (Zhang et al., 1998). The densely-covered vegetation in the NYC
provides a good chance to evaluate biogenic emissions of isoprene, a
key volatile organic species for ozone formation but remaining a large
uncertainty. As compared to the general features of meteorological
conditions that are conducive to ozone formation as well as the ozone
chemistry like ozone formation mechanisms, to our best knowledge,
studies of the atmospheric boundary layer structures, biogenic emis-
sions of VOC, and relative contributions of regional transport versus
local chemical productions are relatively scarce in NYC.

In this study, a fully coupled “online” WRF/Chem model (Grell
et al., 2005) is used to investigate a heat-wave driven ozone exceedance
event observed on May 16-19, 2017 in the NYC areas. The WRF/Chem
is run for the three nested domains with the finest grid spacing of
1.3 km for better capturing spatial and temporal variations in meteor-
ological fields and surface ozone. Various available observational data
including surface relative humidity, temperature, winds, and sounding
data are used to evaluate the model performance on simulating me-
teorological fields and chemical species. The possible reasons causing
the model forecast biases are discussed. On the basis of that, a sensitive
study is conducted to evaluate the impact of temperature on biogenic
isoprene emissions and surface ozone formation during the heat wave
event. An IPR is performed to quantify the relative contributions of the
major physical processes and chemical reactions to the elevated levels
of surface ozone during the event. The main purposes of this paper are
to 1) identify the key characteristics of the ABL structures of an ozone
episode associated with heat wave, 2) to quantify the uncertainty of the
model-calculated emissions of VOG, i.e., isoprene which is highly sen-
sitive to change in surface temperature, and 3) to determine the relative
contributions of local photochemical production and regional transport
to ozone enhancement during the heat-wave driven episode which can
provide scientific evidence to policy-makers for developing emission
reduction measures of controlling surface ozone concentrations effec-
tively.

2. Methodology and data
2.1. The modeling system and configurations

The WRF/Chem is a fully coupled regional numerical weather
prediction model with chemistry component (Grell et al., 2005). Both
meteorological and chemistry components use same horizontal and
vertical grids, same physics schemes, and same transport schemes (mass
and scalar preserving). The online coupling system enables to avoid the
uncertainties resulting from temporal interpolation and grid-mapping
associated with offline-coupling. The WRF/Chem has been successfully
applied to the regional weather and air quality forecasting, field cam-
paign design, observational interpretations, aerosol-cloud interactions,
and climate change research (Fast et al., 2014; Pfister et al., 2017).

Fig. 1 illustrates the model computational domains. The modeling
system is run for the three nested domains with grid spacing of 12 km,
4km, and 1.3km from the outermost to the innermost domains,
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respectively. The corresponding grid points are 110 x 85, 100 x 73,
and 88 x 61. The outermost domain comprises the eastern United
States while the intermediate domain covers New York, New Jersey,
Pennsylvania, Massachusetts, and Connecticut. The innermost domain
includes the NYC and surrounding regions. There are 46 vertical levels
from surface to the 50-hPa level. The height of the lowest vertical layer
is about 44 m above the ground level.

National Centers for Environmental Prediction (NCEP) final analysis
data at an interval of 6-h with 1° horizontal resolution and 27 vertical
levels from surface to the 10-hPa level are used to generate initial and
lateral boundary meteorological conditions. Outputs from the Model for
Ozone and Related Chemical Tracers Version 4 (MOZART-4/GEOS5)
(Emmons et al., 2010) are used to provide chemical initial and lateral
conditions to the WRF/Chem simulations. The land use data used in the
simulations are based on the 30-arc second United States Geological
Survey (USGS) database developed in 2012 (USGS, 2012). Analysis
nudging for temperature, wind speed, and geopotential height is per-
formed above the PBL to assure the large-scale circulation be consistent
with the reanalysis, and allow model to develop boundary layer dy-
namics more realistically.

The parameterization schemes used in the WRF/Chem simulations
are presented in Table 1. They include microphysics scheme of Lin et al.
(1983), Goddard shortwave radiative transfer scheme (Chou and
Suarez, 1994), Yonsei University PBL scheme (Hong et al., 2006), Rapid
Radiative Transfer Model longwave radiation scheme (Mlawer et al.,
1997). Version 2 of the Regional Acid Deposition Model (RADM2)
(Stockwell et al., 1990), and Fast-J photolysis scheme (Wild et al.,
2000).

Anthropogenic emissions are generated based on the 2011 National
Emissions Inventory (NEI) published by the U.S. Environmental
Protection Agency (EPA). Hourly weekday emissions for the four major
inventory components (point, on-road mobile, non-road mobile, and
area) with a 4-km spatial resolution (available at ftp://aftp.fsl.noaa.
gov/divisions/taq) are used in this study. The data are currently
available for the contiguous 48 states of the United States, southern
Canada and northern Mexico (Brioude et al., 2013; Choi and Souri,
2015). Biogenic emissions are calculated online based on Model of
Emissions of Gases and Aerosols from Nature (MEGAN) with a 1-km
horizontal spatial resolution (Guenther et al., 2006).

2.2. Observational data

Both surface observations and sounding data are used to evaluate
the model performance on simulating meteorological variables and air
quality species. The surface meteorological data were collected at the
weather stations with sampling frequency of 15min to characterize
meteorological conditions within the NYC urban environment (see the
locations in Fig. 1). Surface observations consist of near real-time
temperature, relative humidity, wind speed and direction. The hourly-
averaged raw data are used to validate the model predictions. Air
quality data at twelve-site are applied to identify the regional char-
acteristics of the O3 episode and to validate the model performance. The
measurements of O3z and other species were carried out by the NYSDEC.
Sounding data taken at Upton observatory (OKX, 40.87°N, —72.86°E,
20m above sea level) are used to verify the WRF/Chem-simulated
vertical profiles of temperature, relative humidity, and wind speed
within the PBL. The data are available twice a day (http://weather.
uwyo.edu/upperair/sounding.html).

Ceilometer (Vaisala CL-51) backscatter profiles measured at City
College of New York (CCNY, 40.821° N,74.0°W) are another useful data
to evaluate the simulated PBLH (Gan et al., 2010). The measurements
were taken in a standard measuring mode with 10 m X 770 samples at
a data collection interval of 15 seconds. The ceilometer observations
show a sharp decrease of aerosols from the top of the PBL to the free
atmosphere. In this study, a wavelet covariance transforms method
(WCT) is used to determine the PBLH based on the gradient of
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Fig. 1. Nested domains of WRF-Chem model and ozone and sounding observational sites by New York State Department of Environment Conservation(NYSDEC)
(black cycle: surface ozone observation; red triangle OKX: sounding observation). (For interpretation of the references to color in this figure legend, the reader is

referred to the Web version of this article.)

Table 1
Parameterization schemes used in the WRF/Chem simulations.

Atmospheric process Parameterization schemes

Microphysics
Shortwave radiation
Land-surface option
Longwave radiation
Boundary layer

Gas phase chemistry
Photolysis

Lin Microphysics

Goddard

Noah Land Surface Model
Rapid Radiative Transfer Model
the Yonsei University planetary
RADM2

Fast-J photolysis

backscatter profiles with a localized impulse Harr function and the
maximum covariance between the backscatter profiles and the impulse
function (Brooks, 2003; Davis et al., 1997; Gan et al., 2011).

2.3. Process analysis

Process analysis allows for in-depth analysis to understand and
quantify the physical processes and chemical reactions involved in the
formation of O3 episodes (Jeffries and Tonnesen, 1994; Jang et al.,
1995a,b; Huang et al., 2005). Such a process analysis tool has been
implemented in WRF/Chem and applied to quantify the accumulated
contributions of individual physical processes (i.e. advection, deposi-
tion, vertical mixing) and chemical reactions to the spatial-temporal
variations in chemical species (Tao et al., 2015; Gao et al., 2016). Si-
milar to other meteorology/chemistry or air quality models, the time
rates of change in chemical species concentrations (C;) are calculated by
using the following mass continuity in WRF/Chem (Jiang et al., 2013):

aC;

—lu vﬂ - w (Ke
Ay oz

where u, v, and w denote the components of wind speed in x, y, and z
directions, respectively; K, is eddy diffusivity. The six terms on the
right-hand side in Eq. (1) represent horizontal advection, vertical ad-
vection, vertical diffusion, chemical reactions (R), dry deposition (D),
and emissions (E), respectively. A splitting operator method is used to
calculate the contribution of each term in Eq. (1). Each term or each
process can be written out at each integration time step and each grid
point over the innermost domain throughout the simulations.
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2.4. Model evaluation metrics

Three threshold statistical indexes are used to validate the model
forecast skills. The forecast skill scores include critical success index
(CSD), false alarm ratio (FAR), and probability of detection (POD). The
CSI is a good indicator to reflect the frequency of the episode being
predicted. The FAR is a parameter indicating the presence of an ex-
ceedance event that model predicts when there is no observation. The
probability of detection describes the percentage of event which is
correctly predicted (Schaefer, 1990). The forecast skill scores are cal-
culated as follows:

CSI = (L) x 100%,
a+b+c @
( ; )
FAR = X 100%,
a+b 3
a
POD = ( ) X 100%,
a+c ()]

where a represents the number that both forecasts and observations
exceed a threshold concentration; b is the number of events that the
model predicts but observations do not occur; ¢ denotes the case
number that the exceedance events occur but the model is not able to
predict; and d indicates the number of occurrences that both model and
observation do not show (Schaefer, 1990; Huang et al., 2017). In this
study, the model forecast skill scores are calculated for different
thresholds of MDAS8 for ozone at 60.0 ppbv and 70.0 ppbv.

3. Results and discussion
3.1. Overview of a heat wave-driven O3 exceedance event

Elevated ambient ozone levels are usually pertinent to the appro-
priate synoptic patterns (Vukovich, 1995; Zhang and Rao, 1999). The
May 18-19, 2017 ozone episode was closely associated with a high
pressure situated over the East US with the center located at the
Atlantic Ocean, also called the “Bermuda high”, which is one of
dominant synoptic patterns driving ozone exceedance events (e.g.,
Pagnotti, 1987). Such a high-pressure system generated high tempera-
tures, clear skies, and plentiful sunlight that were conducive to ozone
photochemical formation. A warm front system centered over the
northwest of New York (not shown). The high-pressure system moved
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Fig. 2. Surface weather chart at 07 EST on May 18 2017 (black cross: New York
City) (from NOAA North American Analysis).

toward northwest and controlled the weather over the NYC. Mean-
while, a quasi-stationary front moved toward northwest of NYC on May
18 (Fig. 2). This synoptic pattern is a typical type for driving occurrence
of O3 episodes in New York. High temperature with clear sky continued
to maintain the favorable weather conditions for ozone formation. In-
fluenced by the Appalachian Mountains, prevailing southwest winds
associated with the anti-cyclone transported air pollutants from Penn-
sylvania to NYC. The maximum temperatures in NYC reached 32.0 °C
and sustained three consecutive days, which satisfied the heatwave
definition criteria (https://www.weather.gov/okx/excessiveheat). The
MDAS for surface ozone reached 80.0 ppbv on 18 May, exceeding the
NAAQS for Os.

3.2. Evaluations of simulated meteorological fields and chemical species

The simulations are conducted from 15 May and lasted for five days.
The first 24-h simulations are considered as a spin-up run and the model
outputs during the spin-up period aren't included in the statistical
evaluations as well as the results analyses. Fig. 3 illustrates a time series
comparison of observed 2-m temperature, relative humidity, wind
speed, and wind direction at the site Queens College and Yankee (see
the locations in Fig. 1) during May 16-19, 2017. During this period, the
hourly-average maximum temperature was above 32.5°C, which in-
dicated a heat wave event in the NYC areas. It is clear that the model
was successful in capturing the diurnal variations and trends of key
meteorological variable during the event. The temperature showed a
steady increasing trend from May 16 to May 19, with the daily max-
imum lh-average temperature increasing from 27.7 °C on May 16 to
35.0°C on May 19 (see Fig. 3a). The relative humidity decreased from
67% to 59% and then followed by a slightly increasing trend during
May 17-19. The prevailing southeasterly winds with a wind speed
range of 3-5m s~ ! transported air with high concentrations of O5 from
southwest and its precursors along the highway I-95 corridor to the
NYC areas on May 17-18 (see Fig. 4).

Statistical metrics are calculated to evaluate the WRF-simulated
meteorological fields. The statistical metrics include correlation coef-
ficient (R), root mean square error (RMSE), and mean bias (MB).
Observational data at sixteen surface sites are used to evaluate the
model performance and the verification results for the innermost do-
main are presented in Table 2. The simulations show a very high cor-
relation coefficients (0.91) for daily 1h-average 2-m temperature but
with a slight over-prediction (0.3 °C) for the innermost domain. The
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correlation coefficient of wind speed is not as high as that of 2-m
temperature and relative humidity. Overall, the evaluation results in-
dicate that the model is able to provide reasonable high resolution of
surface meteorological inputs to drive the air quality module on si-
mulating spatial and temporal variations of air pollutants.

Fig. 5 shows a comparison of simulated surface ozone with ob-
servations at four representative stations during May 16-19 2017.
These sites represent the locations with different emission sources and
ozone formation regimes in NYC metropolitan areas. In general, the
model was able to capture the diurnal variation, the daily peak value,
and an increasing trend at different sites, but significantly over-pre-
dicted surface ozone concentrations during night time. The statistical
evaluation of simulated ozone at twelve surface sites at different iso-
prene emissions is presented in Table 3. For instance, the ozone was
over-predicted by about 30.0 ppbv at night time on May 16 and about
10.0 ppbv on the following day at the Queens College station. Similar
performance was observed at other sites such as CCNY and White Plains
(Fig. 5c—d). However, a better performance with a correlation coeffi-
cient (R) of 0.82 and mean bias (MB) of —2.21 was found at the Susan
Wagner site. Similar over-predictions of ozone during night time were
also found in other studies (e.g., Yegorova et al., 2011). The nighttime
over-predictions of surface ozone are likely associated with inaccurate
meteorological inputs such as under-predicted PBLH and over-predicted
eddy diffusivity as well as uncertainties of ozone-precursor emissions
(e.g., NOx). However, the under-prediction of ozone peak value during
daytime is mainly related to the uncertainties of emissions. For in-
stance, under-estimate of isoprene emission may lead to under-predic-
tions of the daytime ozone peaks.

The day-to-day variability of ozone concentration showed a similar
increasing trend to that of temperature from May 16 to 18. With me-
teorological conditions favorable for O3 formation, MDA8 ozone went
up to 70.0-90.0 ppbv at most of the observational stations including
urban and rural sites in the NYC and surrounding regions, leading to
violation of the NAAQS for surface ozone. The highest hourly averaged
ozone reached to 100.0 ppbv, which was observed at Riverhead site on
May 18 (figure not shown). Low ozone concentration (< 10.0 ppbv)
was observed at many sites during nighttime on May 17. Ozone con-
centrations were greatly depressed through the process of NO titration
in the immediate vicinity of very large emission of NO. In the mean-
time, dry deposition with limited ozone rich air transport from aloft was
another reason causing very low concentrations of surface ozone during
night time (Talbot et al., 2005; Yegorova et al., 2011).

To further investigate the model bias of ozone, simulated NO and
NO, are compared with the observations at two sites (only data avail-
able at Queens College and IS52, see Fig. 1b for their locations) in NYC
(Fig. 6). The statistical evaluation of simulated NO and NO, is presented
in Table 4. Several features are identified from the figure. First, the
model was able to mimic the diurnal pattern and day-to-day variation
trend for both NO and NO, except for a sharp increase of NO at the
early morning of May 17. The strong local value was likely associated
with the local traffic sources which were not included in the emission
inventory. Second, the daily peak NO and NO, showed a decreasing
trend which was different from that of O3 as the heat-wave event
proceeded. Third, the simulated NO, showed opposite performance to
simulated-O3. In other words, while O; was over-predicted, NO, was
under-predicted.

3.3. Characteristics of the atmospheric boundary layers with high ozone

In order to understand how the model-simulated meteorological
fields affect ozone simulations, it is important to evaluate the simulated
vertical profiles of meteorological fields. The sounding data at the OKX
site are used to evaluate the simulated vertical profiles of potential
temperature, relative humidity, and wind speed below the 5-km alti-
tude at 7:00 Eastern Standard Time (EST) on May 16-18, 2017. As
shown in Fig. 7, the simulated vertical profiles agreed well with the
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ture (black contours for T, > =32 °C), wind (black barb) at 14:00 EST on May
18 2017 (black triangle: NYC). (For interpretation of the references to color in
this figure legend, the reader is referred to the Web version of this article.)

observations. A strong inversion layer occurred near the surface in the
morning (Fig. 7a-b). While the vertical gradients of potential tem-
peratures were increased steadily from 0.007Km™' on May 16 to
0.023Km ™! on May 18, indicating the increasing stability in the lower
troposphere. It is noted that the vertical profiles of relative humidity
showed an apparent multiple-layer structure. Meanwhile, a LLJ was
observed at the height of about 330 m during the event. The LLJ had an
important impact on air pollution transport and diffusion under both
aspects, vertical mixing and horizontal transport (Hu et al., 2013).
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Table 2

Statistical evaluation of simulated surface meteorological variables and
sounding data (R: correlation coefficient; RMSE: root-mean-square error; and
MB: mean bias).

R RMSE MB
T 0.91 2.8 0.3
RH 0.80 11.1 0.0
WS 0.59 0.8 0.0
Wind direction 0.64 41.5 =21
T (sounding) 0.99 1.3 -0.8
RH (sounding) 0.90 7.5 0.8
Wind (sounding) 0.75 21 0.6

Strong vertical wind shear led to the mechanical production of turbu-
lence through which high concentrations ozone was mixed from the
residual layer down to the ground, an important mechanism accounting
for the secondary maximum of ozone in the morning. At the same time,
it was found that the LLJ may transport air pollutants hundreds-kilo-
meter distance due to high wind speed at the jet core level (Corsmeier
et al., 1997). During this event, the maximum wind speed at the LLJ
height was reduced from 15.0ms~ ' to 12.0ms™ !, indicating an im-
portant but slowly weakening role of the LLJ as the event proceeded.
The statistical evaluation of simulated vertical meteorological variables
is presented in Table 2. Very high correlation coefficients represent the
result of the application of objective analysis nudging technique into
the simulations. Even though the correlation coefficients of simulated
wind speeds are not as high as that of temperature and relative hu-
midity, the evaluations still demonstrate that the model is successful in
capturing the vertical profiles.

Fig. 8 illustrates the spatial and temporal variations of attenuated
backscatter measured with a ceilometer at CCNY (see Fig. 1b for the
location) during May 16-19, 2017. The simulated PBL heights PBLH is
included for a direct comparison. As indicated by the high backscatter
intensity, aerosols were confined to the lower atmosphere; and the
PBLH were determined with the strongest gradient in backscatter
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Table 3

Evaluation of simulated ozone at different isoprene emissions (R: correlation
coefficient, RMSE: root-mean-square error, and MB: mean bias defines,
p < 0.0001).

R RMSE MB
0O3(1 X isoprene) 0.74 9.3 0.3
03(2 X isoprene) 0.76 12.7 0.4

profile. The simulated maximum PBLH were close to the observations
but the development of the simulated PBL started 2-3 h earlier than the
observation. A striking feature indicated by the backscatter signal is
that the maximum PBLH showed a steady increase during this heat-
wave driven ozone episode rather than decreasing trend, which is often
observed during a typical air pollution event associated with high
concentrations of particulate matters (Petdjad et al., 2016; Zou et al.,
2017). This is because that the surface heat flux, a main driver of the
PBL development and O3 formation was increased during the heat-wave
event. As indicated by the strong backscatter signal, very little cloud
occurred above 3-km during the daytime on May 17-18. The photo-
chemical reactions of ozone became more intensive during May 17-18.
However, a low-level cloud was detected by the ceilometer at 2km
from noon to afternoon on May 19; such low-level clouds significantly
weakened the shortwave radiation reaching the surface. This explains
why the ozone concentrations were decreased on May 19 although the
temperature was still very high. Overall, the WRF/Chem model cap-
tured the diurnal variation of PBLH in comparison to the observations,
as indicated by the high correlation coefficient (R = 0.78). But the
under-predictions of the PBLH during the nighttime likely resulted from
the uncertainty of the PBL scheme.

The impact of the PBL evolution on surface O3 concentrations is
illustrated further in the time-height cross-section plot of O3 (Fig. 9). It
is clear that the PBLH tends to be higher on a heavy Os-polluted day.
For instance, the maximum PBLH on May 18 was 600m higher than that
on May 17 (i.e., 2600m versus 2000m). A pool of O3 with concentration

higher than 74 ppbv appeared in the residual layer aloft i.e., above the
nocturnal boundary layer, which was transported from the upwind
region, i.e., mid-Atlantic region. Such an ozone pool contributed to a
rapid increase in surface O3 concentrations through fumigation and
vertical mixing in the morning when the PBL started to grow. The
largest hourly growth rate of PBLH was observed at 1000 EST on May
18 with a rate of about 1120 m per hour, which was much higher than
that on May 16-17. The largest increase rate of surface O3z was
10.5 ppbv-h ™! which was observed on May 18 at 1100 EST. This in-
dicates a critical role of the PBL growth in the enhancement of surface
O3 during heat-wave driven air pollution event.

3.4. Impact of isoprene emissions on surface ozone predictions

Isoprene emissions are the key biogenic VOC accounting for the
enhancement of surface ozone. Fig. 10 shows a time series of simulated
biogenic isoprene emissions calculated by MEGAN at Queens College
during the event. The isoprene emissions showed a prominent diurnal
variation pattern with a steady increasing trend during the event. This
is because that the isoprene emissions were mainly driven by solar
radiation reaching surface. The strengthening isoprene emissions
played a critical role in the enhancement of ozone production, leading
the occurrence of ozone exceedance event. The under-predictions of
peak ozone were improved when biogenic VOC emissions were in-
creased by 100% (Fig. 5).

Fig. 11 further depicts a scatterplot comparison between simula-
tions and observations for both 8-h average and MDAS8 Os at the twelve
surface observational sites. The 8-hr average ozone was over-predicted
when the values were lower than 48.0 ppbv and under-predicted when
the values were higher than that value. On the other hand, the MDAS8
ozone was always under-predicted. The calculated forecast skill scores
demonstrated that the model performed much better at low to moderate
ozone concentrations than at high concentrations. For example, the FAR
at the threshold of 60.0 ppbv was lower than that at the threshold of
70.0 ppbv (5.9% versus 33%), but the corresponding POD was higher
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Table 4
Statistical evaluation of simulated NO and NO, during the event.
R RMSE MB
NO 0.48 3.55 -1.0
NO, 0.68 15.1 -2.5

(i.e., 67% at the threshold of 60.0 ppbv versus 18% at the thresholds of
70.0 ppbv). Meanwhile, the CSI at the threshold of 60.0 ppbv was
higher than that at the threshold of 70.0 ppbv (64% versus 17%). The
under-prediction of MDA8 was alleviated remarkably and the POD of
MDAS8 was increased to 78% at the thresholds of 60.0 ppbv when the
isoprene emissions were increased by one time (see Fig. 5). Meanwhile,
the FAR was decreased to 4.5% and the CSI was increased to 75% at the
thresholds of 60.0 ppbv. However, the improvement of forecast skill
scores was negligible for the threshold of 70.0 ppbv.

3.5. Local chemical production versus physical contribution

Fig. 12 shows an evolution of simulated ozone vertical profiles
averaged over the period of 11:00-16:00 EST for each day during the
event. The horizontal region used for process analysis is defined in
Fig. 1. This period was selected because the photochemical reactions for
ozone formation were the most active. It is seen that ozone in the
boundary layer was enhanced from 44.0 ppbv on May 16 to about
74-78.0 ppbv on May 17-18 leading an exceedance of the NAAQS for
MADS8 ozone. To better understand processes dominating the ex-
ceedance event, the ozone changes associated with different processes
were calculated to determine their relative contributions to the total
changes of surface ozone. The IPR were conducted for the surface layer
to quantify the percentage contribution of the key physical processes
and chemical production to the elevated surface ozone levels. The
percentage contributions of integrated process to the change in ozone at
the surface and the predefined boxes are presented in Table 5. It shows
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that vertical transport (a sum of vertical advection and vertical diffu-
sion) and chemical production were the two major processes con-
tributing the increase in surface ozone while horizontal advection (or
transport) exported ozone from the studied region. Surface ozone was
removed partially by dry deposition which was included in other pro-
cess term during the analysis. Ozone was transported down to the
surface due to vertical gradient of ozone in the lower atmospheric
boundary layer. The photochemical production showed a positive
contribution in NYC urban areas, which was different from what found
in other urban areas like Hong Kong where ozone was typically de-
pleted by photochemical production (Huang et al., 2005). To better
understand this better, the ratios of VOCs to NOx emissions used in the
WRF/Chem simulations were calculated. The ratios varying from 2.9 to
5.6 during the period of 11:00-16:00 LST in the NYC areas, indicate
that the ozone precursor emissions with current NEI 2011 version are
conducive to ozone formation (Seinfeld, 1991).

As shown in Table 5, the produced ozone through photochemical
reactions averaged over the pre-defined region and studying time
period was increased from 3 ppbvh~™! (25%) on Day 1-6.0 ppbvh ™!
(68%) on Day 2 and 7.0 ppbvhf1 (63%) on Day 3 with increasing air
temperature or strengthening solar radiation reaching surface. It is
noted that all the processes were interacted to each other. As photo-
chemical production strengthened, the contribution of vertical process
was reduced from 9.0 ppbvh ™! to 4.1 ppbvh ™. Overall the net change
in surface ozone reached 4-7.5ppbvh™' on May 17-18 when the
NAAQS of MDAS8 ozone was exceeded. Through the process analysis, it
is found that the chemical reactions contributed the significant ozone
enhancement most with a percentage of 63-68% during the ozone
episode event. The results are consistent with that of Jang et al. (1995a,
b), which also shows positive contribution of chemical reactions to the
change in ozone concentrations at both 80-km and 20-km resolutions
and for a single grid cell and lumped areas in NYC.
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temperature together with strong solar radiation and weak wind speed
was conducive to ozone formation. A high-resolution model WRE/
Chem was used to investigate the relationship between ozone and high

4. Summary and conclusions

A remarkable ozone exceedance event driven by heat wave was

observed in New York City and surrounding areas during May 17-18, temperature and to assess the impact of biogenic emission on elevated
2017 with surface temperature higher than 32.0°C. Such a high surface ozone. The heat wave effect was magnified over the NYC areas
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the reader is referred to the Web version of this article.)

70 80

by enhancing not only photochemical reaction rates but also ozone
precursors emissions. The MD8A ozone was enhanced by 26.8 ppbv
while the daily maximum temperature increased 7.8 °C on these two
days.

Comparisons between the simulations and the observations de-
monstrate that the WRF/Chem is successful in reproducing the spatial
and temporal variations in meteorological fields, NO, and NO, during a
heat wave driven ozone exceedance event. Meanwhile the vertical
profiles of potential temperature, relative humidity, and wind speed are
well represented by the model. High critical success index and prob-
ability of detection as well as low false alarm ratio indicate that the
high-resolution simulations by WRF/Chem is capable to predict such a
heat wave-driven ozone exceedance event. It is noted that the WRF/
Chem model overestimated ozone during nighttime and under-pre-
dicted ozone peak during daytime. The possible reasons causing the
prediction biases were discussed.

Two unique characteristics of the PBL are identified from both
modeling and observational analyses for this ozone exceedance event.
An increasing rather than decreasing trend of the daily maximum PBLH
was observed during the heat-wave driven ozone episode, which is
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Fig. 11. Scatter plot of the simulated vs. observed a) 8-h average and b) maxima daily 8-hr average O3 on May 16-19, 2017 (Note: exceedance thresholds: 70.0 ppbv;
black plus sign: 1x isoprene; blue circle: 2x isoprene; red solid line: 1x isoprene regression line; red dashed line: 2x isoprene regression line). (For interpretation of the
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Table 5
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Comparisons of the contribution of individual process and the net change at surface.

Date (mon/day) Horizontal(ppbv-hr 1) Vertical (ppbvhr 1)

Chemical(ppbv-hr 1) Others(ppbv-hr 1) Net(ppbvhr 1)

05/16 —9.5 (92%) 9.0 (75%)
05/17 —4.6 (96%) 2.8 (32%)
05/18 —2.6 (71%) 4.1 (37%)
05/19 2.9 (38%) —5.7 (99.99%)

3.0 (25%) —0.8 (8%) 2.7
6.0 (68%) —0.2 (4%) 4.0
7.0 (63%) =1 (29%) 7.5
4.6 (62%) —0.01 (0.01%) 1.8

different from that of a typical particulate-matter air pollution event
(Petdja et al., 2016; Zou et al., 2017). This implies that the accumula-
tion effect of PBL on surface ozone enhancements is not as significant as
that on surface aerosol concentrations. Meanwhile, a strong LLJ with a
slightly weakening trend was observed at the top of the PBL during
night time and early morning.

Sensitive study shows that the biogenic emissions of VOCs such as
isoprene may be under-estimated largely by MEGAN. The simulations
of peak ozone were improved when the isoprene emissions were in-
creased by 100%. The modeling results also demonstrate that biogenic
VOCs can be significantly enhanced during the heat wave event.
Therefore, including the impact of biogenic emissions associated with
vegetation coverage on air quality is important to develop an effective
emission control strategy to reduce high ozone concentrations during
an ozone exceedance event.

The process analyses indicate that photochemical reactions were the
largest positive contributor to the surface ozone enhancement with
percentage contribution of 63-68% on May 17-18 compared to the
25% in the previous day during the ozone episode. The NYC and sur-
rounding regions were highly affected by the chemical process with
average contributions of 3ppbvh~?, 6 ppbvh ™!, and 7 ppbvh ! at per
hour, respectively. Thus, the results provide a scientific evidence to
policy makers on how to control surface ozone concentrations effec-
tively in the NYC and surrounding regions.

This study has an important implication on how to further improve
numerical predictions of ozone exceedance event and how to develop
emission-reduction measures on controlling surface ozone concentra-
tion effectively. The results can be used as a reference for understanding
the dominant driving factors (or processes) of ozone episodes in other
coastal metropolitan cities like New York.
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